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Abstract

This paper introduces a new H.263-based video coding algorithm for opera-

tion at very low bit rates. Although the algorithm is also based on block-based

motion estimation/compensation and DCT coding, it is very different from conven-

tional H.263-based algorithms. Our algorithm employs: 1) a rate.distortion-based

mechanism to select amongst the H.263 16 x 16 macroblock coding types, 2) a fast

median-based predictive motion searching technique, 3) a Lagrangian minimization

for estimating the motion vectors, and 4) semi-fixed-length coders for coding the

motion vectors and the DCT coefficients of the 8 x 8 motion-compensated predic-

tion difference blocks. Experimental results indicate that the proposed algorithm

significantly outperforms conventional H.263-based video coders both in terms of

computational complexity and compression performance, while still producing a

more error resilient bit stream. Another important advantage of our algorithm

is that bit rate, quality, and number of computations can be controlled through

manipulating the Lagrangian and threshold parameters. This feature is usually

desired in many very low bit rate video communication applications due to power

and mobility constraints.

*This work was supported by the Natural Sciences and Engineering Research Council of Canada
under grant # OGP-0187668 and NASA.



1 Introduction

The great demand for very low bit rate video compression has motivated extensive re-

search and standardization activities around the world. Many new compression algo-

rithms have been developed that allow transmission or storage of QCIF resolution video

with acceptable quality at bit rates as low as 16 kbps [1, 2, 3, 4]. Most notable are the

H.263-based video coders [5], which have been shown recently to perform quite well in

comparison with more complex video coders. The H.263 framework will likely be adopted

by the MPEG4 group, which is expected to provide a toolkit-based audio-visual coding

standard allowing many application-driven functionalities such as high compression per-

formance and sufficient robustness in error-prone environments by the year 1998.

The emerging H.263 standard [5], like the MPEG ones, is based on motion-compensated

prediction and DCT-based residual coding. However, it also involves more advanced

prediction techniques, more effective motion vector coding methods, and more flexible

mechanisms for alternating between inter and intra coding. These new features take

into account the facts that, for very low bit rate video coding applications such as video

telephony, video conferencing, and video monitoring, motion changes are relatively small

and motion vector side information occupies a substantial portion of the overall bit rate.

While current H.263-based video compression algorithms appear to satisfy a number

of existing applications, they do not support some of the eight key functionalities [6,

7, 8] sought by the MPEG4 group. In particular, both their compression performance

and channel error robustness can be significantly improved. It is widely accepted that

current H.263-based compression algorithms perform well for the target applications at

bit rates between 20 and 64 kbps relative to coders of the earlier generation, but the

compression performance tends to deteriorate rapidly at lower bit rates (such as 8 or

10 kbps). Moreover, although some safeguards are used, such as not coding the DC

coefficient differentially, employing a median filter for motion vector prediction, and

forcing intra coding every 132 16 x 16 macroblocks, there are still areas where significantly

better channel error robustness can be achieved for only a small loss in compression

performance.



The main reasonthe compressionperformanceof most H.263-basedvideo coders

deterioratesat very low bit rates is that, asshownin Figure 1 for Telenor'sH.263 coder

[9], both the motion vector bit rate and the side information becomeexcessiveat such

low rates. This is due to the following reasons:

• Inadequate macroblock (MB) coding control strategy: The mechanismused for

switching betweeninter and intra coding is mostly M-hoe.

• Independentestimation and codingof the motion vectors: Regardlessof the target

bit rate or quality, estimation and coding areperformed independently.

• Inefficient motion estimation: The block-matching algorithm (BMA) usually used

during the first stepof motion estimation is generallyinefficient. This isparticularly

acutewhen the sequenceexhibits non-translational motion changes,and temporal

changesdueto occlusions,illumination variations, and zoom. ConventionalBMAs

tend to produce rough motion fields, containing high-entropy vectors that often

do not contribute much to the motion-compensatedprediction. In addition, Such

BMAs generally minimize the mean squarederror (MSE) or the mean absolute

difference(MAD), which do not necessarilyresult in the best video reconstruction

quality. Finally, statistical redundanciesand structure in the physicalmotion field

areusually not well exploited.

In this paper, weproposea H.263-basedvideo codingalgorithm Chatwe developedto

addressthe aboveissues.Our algorithm employsarate-distortion (RD) basedmechanism

to selectamongstthe H.263'sMB coding types. An RD criterion for alternating between

intra and inter codingmodeswasfirst presentedby Chung, Kossentini,and Smith [10]in

a subbandvideo framework. Similar criteria werethen applied to Telenor's H.263coder

by Wiegand et al [11], by Chung et al [12], and by Schusterand Katsaggelos[13]. A

common important result of the aboveinvestigationsis the fact that significantly better

RD tradeoffscanbeobtained at very low bit ratesusing an RD modeselectioncriterion.

The RD-basedselectionusedin this work is alsodependent,through the useof dynamic

multipath searching,on the performanceof the DCT residual coder. By exploiting this



dependence,our algorithm becomeslesssensitive to the type of measure (e.g., MSE,

MAD, etc.) usedto quantify distortion.

Our algorithm alsoemploysa fastmedian-basedpredictive integer-pelmotion estima-

tion techniquethat minimizes the Lagrangian,i.e., the distortion 1biasedby the number

of required bits. Recently, linear prediction hasbeenproposed [14] to reducethe large

computational complexity associatedwith BMA-basedmotion estimation. The applica-

tion of severallinear and nonlinear prediction techniquesto BMA-based motion estima-

tion is studiedin [15]. We herestudy two typesof medianpredictors: the H.263-specified

3-block median predictor and another 5-block median predictor. The Lagrangianmini-

mization providesa more efficient cost measurethat hasalso recently [16] beenstudied

for motion compensationin the context of the H.261framework. Our strategy, however,

is basedon our earlier work [10, 12],wherethe RD-basedcostmeasureis analyzedin the

context of a subbandvideo coding framework.

Finally, the proposed algorithm employssemi-fixed-lengthcoding techniquesto en-

codeboth the motion vectorsandthe DCT coefficients.While westill useamedian-based

predictor similar to the one suggestedby the H.263 standard, the prediction error is 2-

layer fixed-length coded. Moreover,the DCT coefficientsof the 8x 8 motion-compensated

prediction differenceblocks are convertedinto eventsas describedin the standard, but

are then mapped into semi-fixed-lengthcodes. These techniques can significantly in-

creasethe coder's robustnessto channel errors. Their disadvantage,however, is that

compatibility with current H.263 decodersis no longerachieved.

Besidesits high compress!onperformanceand low computational complexity r_lative

to Telenor'sH.263 video coder,the proposedcodingalgorithm hassomeother important

distinguishing features. First, our MB codingcontrol strategy provides improvedcoding

efficiency for arbitrary-shaped regions. Second,our motion analysis is basedon the

statistical behavior of the motion field; this reducesthe estimation's sensitivity to non-

motion temporal changes. Third, our median-predictive 2-layer fixed-length coding of

the motion vectors and semi-fixed-length coding of the DCT coefficients can improve

the robustness of the coder to channel errors. Finally, by manipulating the Lagrangian

1Although other distortion measures can be used, only the popular MSE and MAD will be considered.



parameterusingfeedbackcontrol techniquesand by optimizing the threshold parameters,

the rate, distortion, and computational complexity canbe simultaneouslycontrolled.

In the next section, webegin with a detailed description of the proposedapproach,

followed by a discussionof somepractical issues.Experimental results and someconclu-

sionsare given in the last two sections.

2 Proposed Approach

As specified in the H.263 standard, intra coding of I-pictures consists of 8 x 8 DCT,

uniform quantization, and then run-length and variable-length coding (or arithmetic

coding). Left to the designer, however, is the problem of determining the value of the

quantizer parameter QUANT (5 bits), which represents the quantization accuracy of the

DCT coefficients. The only two requirements are that (1) the value of QUANT can be

changed and transmitted only at the picture and/or the group-of-blocks (GOB) layers

and (2) the four possible values of DQUANT (2 bits) are used to adjust the value of

QUANT at the MB layer. We follow the H.263 approach, where QUANT of the first

macroblock is set to the middle value (i.e., QUANT=16), and QUANT of each other

macroblock is set during the encoding process to the value of QUANT of the previous

macroblock. Then, given a Lagrangian parameter A (whose value is obtained in Section

3) that controls the RD tradeoffs, the value of QUANT can be adjusted by one of the 4

possible values of DQUANT that minimizes d/(t) = DI+A(Rx+2), where R_ and D_ are

the number of bits and the distortion (MSE or MAD) associated with the corresponding

DCT coder, respectively. Next, we compare the smallest J/(A) with J_(A) = DI + .,_RI,

the Lagrangian obtained in the case where DQUANT=0, and select the MB type that

corresponds to the smaller value.

Inter coding of P-pictures depends on one previous picture (either a P- or an I-picture).

For simplicity, PB-frames are not used in this work. For P-pictures, the basic coding

operation consists of: 1) motion estimation and compensation, 2) MB type determination,

3) the possible coding of the motion vector(s), and 4) the possible DCT coding of the

prediction difference blocks. This is the same operation defined in the H.263 standard.



For details about the H.263 coding steps, we refer the reader to [5]. We next present a

general formulation of our coding control strategy, which is later adapted to the H.263

framework. This is followed by a description of a new median-basedpredictive motion

vector estimation and coding method. We concludethis section by a discussionof our

DCT codingapproachin the context of the joint motion vector/OCT coding framework.

2.1 Macroblock coding control strategy

Assuming that the components of a video coding system are fixed and that the mac-

roblocks within a P-picture are statistically independent, the optimal macroblock coding

control strategy is the one that yields the best RD tradeoffs. More specifically, we should

seek the motion vector d = (x,y) (if any) and the quality factor (QUANT) Q (if any)

that minimize the Lagrangian

J(£) = D_(d, Q) + _ [Rm + R_ + R_]. (1)

In the above equation, De(d, Q) is the overall distortion, Rm is the number of bits needed

to code the motion vector(s), Rc is the number of bits required for OCT coding, and R_

is the number of bits associated with side information. Table 1 provides a description

of the parameters of equation (1) for all H.263's P-picture modes of operation. There

are six modes of operation denoted by COD, INTER, INTER+Q, INTER4V, INTRA,

and INTRA+Q. If the macroblock is not coded, the COD parameter is set to "1" and

the current macroblock is replaced by the macroblock at the same spatial location in the

previous reconstructed picture. In this case, only the COD parameter needs to be coded.

This mode is designed for areas in the picture where little or no change relative to the

previously reconstructed picture is detected. In both the INTER and the INTER+Q

modes of operation, one motion vector is transmitted along with the OCT coefficients

of the prediction difference blocks. The term Dc is the average DCT quantization error

of the difference blocks. The difference between the INTER and INTER+Q modes of

operation is that, in the latter, the value of QUANT is being changed. This is often

required to compensate for prediction inaccuracies. The mode INTER4V is similar to

the mode INTER, except that four motion vectors representing four 8 x 8 blocks are



transmitted. The mode INTER4V is found to be useful for picture areas with high

motion activity. Due to noise,occlusion, zoom, large illumination changes,or complex

motion activity, simpletranslational motion-compensatedprediction may be inadequate.

In sucha case,operating in the INTRA or INTRA+Q modes may be beneficial. The

term Dc in both modes represent the DCT quantization error of the current macroblock.

In the INTRA+Q mode, the parameter QUANT is being changed, usually to compensate

for illumination variations.

It is clear from Table 1 that six Lagrangian values must be computed in order to find

deterministically the coding mode that yields the lowest Lagrangian value. However, this

is generally impractical especially that the INTER modes of operation involve the joint

optimization between the motion vector estimation/coding and the DCT coding of the

corresponding prediction difference blocks. That is, for every motion vector candidate,

the DCT coder must be applied to the difference block(s) in order to evaluate both Rc

and D_. Moreover, as can be seen from equation (1), even the evaluation of D_ must be

performed for all values of DQUANT. The latter part can be performed efficiently as the

DCT is a unitary transformation (i.e., only one forward DCT needs to be evaluated for

each 8 x 8 block). However, although the motion vector search area can be reduced sub-

stantially as described in the next subsection, the evaluation of the INTER Lagrangians

can still be computationally demanding.

One way to reduce the total number of computations is to employ thresholding tech-

niques that allow us to safely eliminate the INTRA and/or INTER coding options from

consideration. For example, the Lagrangian of the COD mode of operation can be

compared to a varying threshold Tn, and if it is smaller than Tn, the other modes are

no longer considered. These techniques are similar, in principle, to those employed in

Telenor's H.263 coder, but are here found to be more effective because the rate and dis-

tortion are more carefully traded. Although practical constraints often dictate that such

methods be used, they are unfortunately still ad-hoc as there is no guarantee that the

best coding control decision has been made.

An alternative way to reduce the computational complexity is to decouple the motion

vector coding and DCT coding processes so that the Lagrangian minimization is applied
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sequentially. More specifically, we first locate the motion vector(s) that yield(s) the

minimum Lagrangian, which is formed by the estimation distortion biased by the number

of bits required for the coding procedure. This is described in detail in the following

subsection. The corresponding difference blocks are then computed and DCT coded as

discussed in Subsection 2.3. Finally, the resulting average values of rates and distortions,

along with values of Rs and Rm, are used to compute the INTER mode Lagrangians. Of

course, this procedure is sub-optimal. Thus, a potentially better solution is to maintain

the sequential structure but apply a dynamic multipath searching (M-search) technique

[17], where generally more than one motion vector can be considered as a good candidate,

and DCT coding is applied to each of the corresponding difference macroblocks.

Dynamic M-search is similar to conventional M-search in the sense that M paths are

considered as good candidates for the next stage. In dynamic M-search, however, the

value of M is not fixed. It is varied from one macroblock/block to another, depending

on the distribution and values of the Lagrangians associated with the candidate motion

vectors. More specifically, only those motion vectors whose corresponding Lagrangian

values are located within a small neighborhood centered at the smallest Lagrangian value

are retained as good candidates. The neighborhood is contracted or expanded based on

a computational constraint, as discussed in [17]. Dynamic M-search usually outperforms

conventional M-search and also achieves a level of performance very close to that of full-

search. However, as shown experimentally in the next section, it here yields only a slight

performance advantage. As dynamic M-search is also very efficient, even such a small

gain may be worth the additional complexity.

2.2 Motion Vector Estimation and Coding

For each macroblock and its four 8 x 8 luminance blocks in the current picture, a motion

vector d = (x, y) E $, where $ is the set of all possible vectors in the search area, is

sought. Each motion vector is chosen to minimize the Lagrangian

J_(d) = _ p(I(r,n)-I(r+d,n-1))+A Rm(d),
rEW

(2)



where r is the spatial index of an image pixel, n is the time index, I(r, n) is the image

intensity of the candidate macroblock/block in the current picture, I(r + d, n - 1) is the

image intensity of the matching macroblock/block in the previous reconstructed picture,

I/V is the size of the matching window, p(.) is the square operation (MSE) or the absolute

operation (MAD), and Rm(d) is the number of bits required to encode the motion vector.

Minimizing J_(d) is equivalent to the process of full-search entropy-constrained vector

quantization, where the codebook contains all 16 × 16 (or 8 × 8) vectors in the search

area. After determining the best motion vector(s) d* representing the macroblock or

each of the four 8 × 8 blocks, either one or four motion vectors, whichever yields better

RD tradeoffs, is selected.

Many experimental results have shown that using ½-pel accuracy motion estimation

in our RD framework yields an insignificant improvement or a decrease in compression

performance relative to integer-pel accuracy motion estimation at very tow bit rates.

Thus, only integer-pel accuracy is used; this slightly reduces the computational complex-

ity. The latter can be reduced dramatically if the size of the set $ and/or the size of

the matching window 1/V is reduced. Several techniques have been proposed [2, 18] that

achieve this goal, at the expense of some loss in estimation performance. We introduce a

median-based predictive searching technique that is similar in principle to the statistical-

based predictive techniques described in [10, 19, 12, 20], but is simpler in concept and

implementation. Our technique exploits the fact that, in very low bit rate applications,

physical motion is usually very limited, structured, and slowly-varying. As illustrated

in Figure 3, we first determine the most likely motion vector given ,_ prediction model.

Then, only the candidate motion vectors in the diamond-shaped small search area cen-

tered at the most likely motion vector is considered. Depending on the prediction model,

the bit rate of operation and the content of the video scene, we found that full-search

yields only a few (2 - 5 %) motion vectors that do not belong to the diamond-shaped

search area. Thus, such a technique can reduce substantially the number of computations

at the expense of only a small loss in estimation performance.

If compatibility with current H.263-based decoders is desired, then the independent

median-based prediction and motion vector difference variable-length coding methods de-



scribedin the H.263standard must be followed. However,wehereproposean alternative

method that is more robust to channelnoise (Figures 4 and 5). Figure 4 comparesthe

ROS's usedby the H.263-specifiedprediction model and ours. Not only the 5-blockROS

which includes 4 spatially and 1 temporally neighboring macroblocks/blocks, provides

more prediction accuracy,but it alsoleadsto a motion vector coderoutput that is more

resilient to channelerrors. In fact, it canbe easilyverified that, using the 5-block ROS,

only three or more erroneouslydecodedmotion vectors (as comparedto two or moreof

them using the 3-block ROS) can causeerror propagation.

Figure 5 illustrates our motion vector coding strategy. The motion vector consisting

of the two median-predictedx and y components is placed at the center of the diamond-

shaped search area. The probabilities shown in the figure are estimated using a very

large training sequence. They represent the likelihood of choosing each of the motion

vectors when a full-search BMA is employed. By ignoring motion vectors outside the

search area, we can code efficiently each of the candidate motion vectors using either

exactly two or exactly four bits as follows: the two most significant bits indicate one

of the four layers shown in the figure. The code 00 indicates that the first layer (or

the center of the search area) is selected, and no more bits are necessary. Otherwise,

two more bits are necessary to indicate which of the four vectors in the selected layer is

chosen. This semi-fixed-length coding technique is very simple, yet experiments show that

its compression performance is as good as that of the H.263 variable-length technique.

Moreover, assuming limited motion in the video sequence, constraining the 2-D range of

the motion vectors will reduce sensitivity to video input noise. But the most important

advantage of the proposed technique is its high robustness to channel errors. First, by

providing more protection to the first two bits, the loss of synchronization,, which would

have been likely using a H.263-compatible technique, can be avoided. Second, the effect

of the channel errors can be reduced by applying gray coding as shown in the figure.

2.3 DCT Coding

According to the H.263 standard, the coding of the DCT coefficients in the INTRA mode

of operation is performed in two steps. First, the DC coefficient is mapped to one of the
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levels of an 8-bit uniform quantizer whoseoutput is fixed-length encoded. Second,the

AC coefficientsareconvertedinto events, which are then mapped to variable-length codes

(VLCs). The DC coefficient is coded non-differentially mainly to reduce the sensitivity

of its corresponding bits to channel errors. In the INTER mode of operation, all DCT

coefficients are translated into events, which are also mapped to VLCs.

An event is a combination of three parameters: LAST which indicates whether this

is the last nonzero coefficient, RUN which is the number of successive zeros preceding

the coded coefficient, and LEVEL which is the nonzero value of the coded coefficient.

Table 12 of the H.263 standard provides the VLCs for the 101 most likely events. The

remaining events are coded with a 22-bit word consisting of 7 bits for ESCAPE, 1 bit for

LAST, 6 bits for RUN, and 8 bits for LEVEL.

The major problem associated with the above procedure is that a single channel bit

error can propagate to many other 8 x 8 blocks, mainly due to the VLC procedure. For-

tunately, our statistical analysis revealed that variable-length coding is neither required

nor useful. In fact, we have constructed a 6-bit fixed-length code to which we map one of

the 63 most likely events. The 64th code is set to ESCAPE so that the remaining events

can be coded using the 22-bit word described earlier. Using the test sequences MISS

AMERICA and CAR PHONE, only approximately 1% loss in compression performance was

observed. The benefit of our coding procedure, however, is that loss of synchronization

can be avoided and error propagation can be contained within a macroblock. We first

apply pseudo-gray coding to the 6-bit codes so that those codes which are close m the

Hamming distance sense represent events having the same values of LAST and RUN.

This is because a channel bit error in LAST or RUN will cause error propagation while a

similar error in LEVEL can be easily concealed. Understanding that pseudo-gray coding

can only reduce the probability of error propagation, we also introduce a 5-bit macroblock

header, where the first bit indicates the number of occurrences of ESCAPE and the four

bits provide the number of occurrences of normal events. Of course, this implies that at

most one ESCAPE and 16 normal events are allowed within a macroblock. According

to our simulation results, this constraint is violated in less than 0.25 % of the time. In

such an unlikely case, the decoder can either set the missing coefficients to zero or em-

11



ploy some estimation techniques. But the 5-bit header will eliminate error propagation,

regardless of how many errors occur in the fixed-length codes.

The central goal of the proposed DCT coding procedure is to obtain a substantial

improvement in channel error robustness at the expense of an insignificant loss in com-

pression performance. The price paid is that our encoder's output bit stream is no

longer compatible with conventional H.263-based video decoders. Thus, if compatibility

is highly desired, the H.263-specified DCT coding procedure must still be used.

3 Practical Issues

As a consequence of the three-dimensional predictive coding technique and the MB cod-

ing control strategy, symbols representing the coded macroblocks/blocks for the current

coder may not be available at the decoder. Thus, both the encoder and decoder must es-

timate these symbols using the same method. Our experimental results have shown that

the simple H.263 procedure [5] consisting of four sequentially ordered decision rules is

adequate for practical purposes. Thus, we decided to adopt such a procedure, especially

that it improves our coder's compatibility with current H.263 decoders.

The most important practical issue is finding appropriate values for the Lagrangian

parameter _ and the threshold Tn, the two key parameters that control the performance-

computation tradeoffs. Although they are generally not independent, we here optimize

them separately. The Lagrangian parameter _ controls mainly the RD tradeoffs. One

method to find a particular value for ,_ is to employ the bisection search algorithm

described in [21]. This method, however, is usually computationatly demanding, as a

large number of iterations may be required. An alternative method is to update ,_ using

least-mean-squares (LMS) adaptation, as adopted in [11]. In this work, the parameter ,_ is

initially estimated based on computed long-term statistics, and is then varied adaptively

during the encoding process depending on a rate and/or a quality constraint, following

the simple linear feedback control algorithm discussed in [22]. Without loss of generality,

suppose we are operating in a fixed-rate communication environment 2, where a very

2Note that, in some variable-rate applications, constant reproduction quality is often desired.
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slowly varying or constant video encoder throughput is desired. For this purpose, a

sufficiently large memory buffer of size Sm_ is allocated. Then, the time-dependent size

s(t) of the buffer can be determined by the recursion s(t + 1) = s(t) + R(t) - B, where

R(t) is the variable output bit rate of the encoder and B is the fixed output rate of the

buffered contents. It is desirable that s(t) be as close as possible to s* -- _2 . Based on

the linear feedback control strategy of [22], it is assumed that, at time t, the parameter

A(t) and the buffer size s(t) are related by A(t) = c s(t), where the value of e depends

on the RD characteristics of the video signal. For simplicity, it is also assumed that the

video source is stationary, and that the operating distortion-rate curve is represented by

D(R)= Aa -n for R > 0, where the parameters A > 0 and a > 1 are determined based

on the statistics of the video sequence. Then, the parameter c can be expressed as a

function of A, a, and B as follows,

C

2Alog_ a a -B

Sm_x

Since the video sequence is generally not stationary, a new value for c is here determined

for each frame based on the local RD characteristics. Using the above model, t is in-

creased or decreased linearly, where the rate of change c takes into account the nonlinear

RD relationship. Relative to more general algorithms described in [22], the above algo-

rithm is very simple. Its performance, which is illustrated in the next section, is relatively

good. In fact, using a buffer of size 10 kilobits, the problem of overflow/underflow was

never encountered during our coding simulations.

The threshold Tn is used to provide a good balance between performance and number

of computations. A small value of Tn increase both the computational complexity and

the probability of achieving the optimal solution. A large value of Tn can reduce dramat-

ically the computational complexity but at the expense of possibly selecting an inferior

operating mode. The H.263 standard suggests some constant thresholds that have been

optimized to incorporate the MAD as a cost measure and to favor the predicted motion

vector. Although rate and distortion are taken into account simultaneously in our frame-

work, similar thresholds can still be heuristically derived. To improve our estimation of

the threshold Tn, we also incorporate memory in the form of simple prediction models

13



indicating the level of activity in the video scene.

4 Experimental Results

The following experimental results illustrate the computational complexity and perfor-

mance of the proposed H.263-based video coding algorithm at very low bit rates. As in

Telenor's coder, motion estimation and compensation is performed only for the Y lumi-

nance component. The estirrrated motion vector field is subsequently used for the motion

compensation of the Cr and Cb chrominance signals. However, only integer-pel accuracy

motion estimation is allowed in our framework 3.

We compared the coder's performance and complexity with that of Telenor's H.263

video coding implementation [9] using the QCIF test sequences MISS AMERICA and CAR

PHONE. For fairness, the options/parameters of both coders are set to the same values.

For example, neither implementation employs PB-frames. Moreover, the frame rate is

set to 10 frames per second, advanced prediction is used, and the unrestricted motion

vector mode is selected. Finally, the MSE is used as our coder's distortion measure in

most experiments. The only exception is the first set of experiments, where both the

MAD and the MSE are employed.

Figure 6 compares the average peak-signal-to-noise-ratio PSNR) results of our coder

with those of Telenor's H.263 coder for 150 frames of the color test video sequence MISS

AMERIC._ at bit rates between 4 and 10 kilobits per second (kbps). The only difference

between the two coders is the MB coding control strategy. We select the best mode

of operation based on an RD criterion, as described previously. As seen from Figure

6, our strategy yields a significant improvement in PSNR, especially at very low bit

rates. This is expected because while the motion bit rate in Telenor's coder is nearly

constant (see Figure 1), it is reduced at lower bit rates (see Figure 7) by using the

RD-based mode selection criterion. Such a criterion yields a more efficient allocation

of bits amongst the coder's components. It is, however, more demanding in terms of

computations. Nevertheless, by applying the thresholding techniques discussed earlier,

3Note that compatibility with II.263 decoders can still be maintained.
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wehave obtained an insignificant loss in PSNR while requiring only 5 % of the number

of computations neededto determineall six Lagrangian values.

Figure 6 also shows that, when the MAD is substituted for the MSE, the PSNR gain is

reduced by 10 - 25 %. Since the PSNR is inversely proportional to the MSE, minimizing

the MSE is equivalent to maximizing the PSNR. Thus, using a non-MSE measure such

as the MAD generally yields a slightly lower PSNR. The advantage of using the MAD,

however, is that the computational complexity is significantly reduced.

Figure 8 illustrates that our fast integer-pel accuracy motion vector estimation and

coding compares very favorably in terms of PSNR with the full-search motion estimation

and variable-length coding used in the earlier implementation. Moreover, as demon-

strated earlier and confirmed by our simulations, our technique reduces the number of

computations required for motion estimation by more than one order of magnitude. This

is an important feature because motion estimation usually requires the lion's share of the

computational load.

Also illustrated in Figure 8 is the fact that the new semi-fixed-length motion vec-

tor coding technique yields an insignificant loss in PSNR. Moreover, besides its lower

complexity, semi-fixed-length coding can significantly improve the bit stream's resilience

to channel errors. This is illustrated in Figure 9, which shows that our technique can

lead to a much more graceful quality degradation as a function of increasing bit error

rate. Recall that we divide the motion vector code into two parts: a 2-bit header and a

2-bit extension code. If both the header and the extension codes are not protected, the

motion vector bits (like the VLC bits) are very s_nsitive to channel errors. If only the

header is protected by, for example, a convolutional channel coder, the PSNR decreases

very slowly. One can argue that VLC codes can be similarly protected. However, ap-

proximately twice the number of additional channel coder bits would be required since

the number of header bits is slightly more than 50 % of the number of VLC bits. Since

error propagation is found experimentally to be the major source of quality degradation

in the presence of channel errors, the objective should be to minimize the number of

required header bits. Although our technique employs only 2 bits per motion vector as

header, other techniques using a 1-bit header may be more beneficial. This is a subject
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for further research.

As apractical solution to the joint motion vectorestimation/coding andDCT residual

coding, our proposeddynamic M-search technique improves the PSNR performance, as

is shown in Figure 10. The improvement is not substantial, but the additional complexity

is also relatively small. The slight PSNR gain suggests that, at very low bit rates, the

MSE used as part of the Lagrangian cost measure is a good approximation of the 8 × 8

DCT coder's MSE.

Next, we present simulation results that illustrate the effectiveness of the feedback

technique used to control the bit rate or quality through varying the parameter A. Figures

11 and 12 show the bit rate and PSNR profiles of our coder when constant reproduction

quality and bit rate (respectively) are placed as constraints on the encoding algorithm.

Although a simple model is used, the feedback control technique is very effective. Notice

that the PSNR in Figure 11 is nearly constant for all frames, indicating that it is easier

to control the output quality level. This can be beneficial in several applications where

a constant quality of service is highly desired. However, Figure 12 indicates that it is

more difficult to control the bit rate. To reduce the likelihood of overflow/underflow,

a sufficiently large buffer should be used. However, if the buffer size is constrained,

employing more sophisticated feedback control techniques or incorporating memory into

the bit rate control algorithm [22] may provide better solutions.

Figures 13(a) and 13(b) illustrate the overall PSNR improvement of our coder over

Teienor's H.263 for the two test sequences MISS AMERICA and CAR PHONE, respectively.

Our coder differs from Telenor's in that it incorporates RD-based control, thresholding,

median-based predictive motion estimation, semi-fixed-length motion vector and DCT

coding, and dynamic M-search. Not only does our coder outperform Telenor's, especially

at the lower bit rates, but our coder's computational complexity is also lower even using

the MSE. Notice that, although semi-fixed-length coding is employed, we still obtain a

significant improvement in PSNR performance. But more important is the fact that our

coder's subjective quality is superior to that of Telenor's coder. For example, when many

viewers were presented with 150 frames of the decoded color sequence MISS AMERICA,

which was encoded using the new coder at 4 kbps, they all reported that the subjective
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quality is either acceptableor good. When presentedwith another 150framesproduced

by decodingTelenor's H.263 output bit stream, the viewers stated that the quality is

both unacceptableand inferior to our coder's subjectivequality.

Finally, to illustrate the behaviorof our coderat higher bit rates,the x-axis of Figure

13(a) is extended to 16 kbps and that of Figure 13(b) is extended to 40 kbps. As the

proposedtechniquesare designedfor the very low bit rate range of operation, it should

not be surprising that the PSNR gap decreaseswith increasingbit rate. For example,

the RD-based MB mode selection criterion makes better use of the available bits, but the

improvement is significant only when the bit budget is limited. Another example is ½-pel

motion estimation accuracy, which becomes beneficial at higher bit rates, but is not used

in this framework. However, most of the proposed techniques can be optimized so that

the performance improvement is large over a wide range of bit rates. This is subject for

further research.

5 Conclusions

We have presented a new H.263-based video coder that provides an RD-based mechanism

for alternating amongst H.263's modes of operation, and employs median-based predictive

motion estimation/coding. We have also introduced two new semi-fixed-length coding

techniques: one for coding the motion vectors and another for coding the DCT coefficients

of the prediction difference blocks. We have demonstrated that only a small loss in

compression performance is sacrificed for a likely significant increase in channel error

robustness and a reduction of complexity. The only disadvantage is that the above

techniques produce a bit stream that is not necessarily decodable by current H.263 video

decoders.

Our coder outperforms Telenor's H.263-based video coder in compression performance

and complexity, simultaneously. It also offers the user more control over the bit rate,

quality, and number of computations, and it can produce a bit stream that is more

resilient to channel errors.

Although we have not addressed many other issues such as content-based scalability
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and temporal random access,we believe that the proposed techniques provide some

efficient solutions to two desiredMPEG4 functionalities: improved codingefficiencyand

high robustnessin error-prone environments.
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MODE COD

Not coded 1

INTER 0

INTER+Q 0
INTER4V 0

INTRA 0

INTRA+Q 0

MB Type Q Rm Rc R,

N/A N/A N/A N/A COD

0 QUANT MVD DCT/RES COD+INTER

1 DQUANT MVD DCT/RES COD+INTER+Q

2 QUANT MVD2-4 DCT/RES COD+INTER4V

3. QUANT N/A DCT/INTRA COD+INTRA

4 DQUANT N/A DCT/INTRA COD+INTRA

Table 1: Values of COD. MB Type, Q, Rm, Rc, and R, for various coding modes.
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